Has global warming already arrived?
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ABSTRACT

The enhancement of the atmospheric greenhouse effect due to the increase in the atmospheric greenhouse gases is often considered as responsible for global warming (known as greenhouse hypothesis of global warming). In this context, the temperature field of global troposphere and lower stratosphere over the period 12/1978-07/2018 is explored using the recent Version 6 of the UAH MSU/AMSU global satellite temperature dataset. Our analysis did not show a consistent warming with gradual increase from low to high latitudes in both hemispheres, as it should be from the global warming theory. In addition, in the lower stratosphere the temperature cooling over both poles is lower than that over tropics and extratropics. To study further the thermal field variability we investigated the long-range correlations throughout the global lower troposphere-lower stratospheric region. The results show that the temperature field displays power-law behaviour that becomes stronger by going from the lower troposphere to the tropopause. This power-law behaviour suggests that the fluctuations in global tropospheric temperature at short intervals are positively correlated with those at longer intervals in a power-law manner. The latter, however, does not apply to global temperature in the lower stratosphere. This suggests that the investigated intrinsic properties of the lower stratospheric temperature are not related to those of the troposphere, as is expected by the global warming theory.

1. Introduction

Over the last decades, the rise in surface air temperature in regions of our planet has led to a debate in the scientific community about the causes and impacts of this temperature rise, especially if it comes from anthropogenic activities or is of natural origin.

We must bear in mind that by definition the climate system is part of the wider global system. In particular, it is composed of five subsystems: the atmosphere, the cryosphere, the hydrosphere, the biosphere and the lithosphere, which interact with each other with mostly non-linear processes in space and time (e.g., IPCC, 2014; Lovejoy and Varotsos, 2016). Therefore, a change in a parameter of a climatic subsystem (e.g., atmospheric temperature) does not predict a climate change, as all other parameters of the atmosphere but also of other subsystems (known and measurable or not) are not necessarily known and stable.

Also, by definition, the climate is a complicated (displaying many degrees of freedom) and a complex (non-linear, dynamical, sensitive) system (e.g., Lucarini, 2011). Therefore, it is a truism that climate has always been changing, and it will always be changing. Which subsystem dominates the climate change depends, for instance, on the time window, namely: For $t < 10$yrs the atmospheric degrees of freedom are active and the other sub-systems are frozen. For $100 < t < 1000$yrs the ocean dominates, and for $t > 5000$yrs cryosphere dominates.

Several analyses have been made on the key issues of scientific understanding of contemporary global climate change (e.g. Christy et al., 2007). The focus of most of these analyses is to discuss the uncertainties associated with existing observation data and the results of numerical modelling. These emphasize the need to analyze the ability of current models to simulate real climate change. As mentioned above, real climate change results from the non-linear interactions between numerous components of the climatic system. In these should also be taken into consideration and possible contributions by external forcings e.g., cosmic factors, such as solar activity. Despite the projected exponential growth in computer power, these processes will not be adequately resolved in numerical climate models in the near future (Franzke et al., 2015). Stochastic methods for numerical climate prediction may allow for an adequate representation of uncertainties, the reduction of systematic biases and improved representation of long-term climate variability (e.g., Droegemeier, 2009). Some analyses show that current models are not able to simulate real climate. The main reason is that climate is a high-dimensional forced and dissipative complex system with chaotic dynamics that displays different physical and chemical properties of its various components and coupling...
mechanisms. Furthermore, the understanding of slow and rapid extreme climatic events and the assessment of processes behind the tipping points responsible for the multi-stability of the climatic system is not complete (Lenton et al., 2008; Varotsos, 2002, 2013; Varotsos and Cartalis, 1991).

Lucarini et al. (2014) discussed several ideas from the basic physics that came into the climate science. For example, the powerful formulation of hydrodynamics based on formalism introduced by Nambu (1973) helps elucidate the hidden properties of fluid flows, leading to a new generation of numerical climate models. Another example, is the effort to build tools for the assessment of energy budget and transport and to study irreversible processes (by evaluating entropy production) through classical non-equilibrium thermodynamics and based on the views of Prigogine (1961) and of Lorenz (1967). Finally, efforts were made to employ the non-equilibrium statistical mechanics formulation of climate dynamics to address the climatic response to perturbations, based on the work of Ruelle (1997).

One aspect of the climate system, which is a matter of great concern to the international scientific community but also to humanity, is the so-called global warming. This is one of the components of global climate change and interconnected to human activity.

This is today a major challenge for mankind, with public debates on whether global warming is happening, how much has happened in modern times, whether action should be taken to combat it and, if so, what should be that action. It is often associated with, for example, rising sea level and decline in the Arctic sea ice. The increase in extreme events is also considered as a result of global warming (e.g. O’Gorman, 2014) and may have a wide and varied impact on health, agriculture and economics (Schleussner et al., 2016; Carleton and Hsiang, 2016). However, the detection of climate change and quantification of the enhancement of the atmospheric greenhouse effect, both in observations and in climate models, is the main concern of the scientific community (Kondratyev and Varotsos, 1995).

The purpose of the present study is to explore the temporal variability of the temperature on a global, hemispheric and latitudinal belt basis for the regions: lower troposphere, middle troposphere, tropopause and lower stratosphere using the Version 6 of the UAH MSU/AMSU global satellite temperature data set and to address the question whether the so-called global warming has already arrived.

2. Data and analysis

The present analysis attempts to explore the temperature field of the global troposphere and lower stratosphere over the period 12/1978–07/2018, using the recently released Version 6 of the UAH MSU/AMSU global satellite temperature dataset of NOAA (National Oceanic and Atmospheric Administration). Mean monthly values of temperature anomalies (departures from 30-year calendar monthly means, 1981–2010) were employed over tropics, extra-tropics and polar regions of both hemispheres, throughout the lower troposphere – lower stratosphere region (http://vortex.nsstc.uah.edu/data/msu/v6.0/ltl/ uahncdc_lt_6.0.txt).

Linear regression analysis was used for the trend estimation of temperature anomalies (TA) time series. The statistical significance of the regression coefficients (i.e. the slope, m, the y-intercept and the coefficient of determination $R^2$) was tested by using the t-test and F-test at a 95% confidence level.

To detect long-range correlations and multifractal properties of TA time series, detrended fluctuation analysis (DFA) and the multifractal detrended fluctuation analysis (MF-DFA) were employed (Varotsos, 2005; Varotsos et al., 2007, 2013a,b; Efstathiou and Varotsos, 2010, 2012, 2013; Peng et al., 1994; Weber and Talkner, 2011; Kantelhardt et al., 2002).

The basic steps of the MF-DFA technique are given below:

1. We integrate the time series $x(i)$ over time by calculating the differences of the $N$ observations $x(i)$ from their mean value $x_{ave}$, i.e. $x(i) - x_{ave}$.

2. We divide the integrated time series, $y(i)$, into non-overlapping segments of equal length, $\tau$ and we repeat the same procedure starting from the end of the profile, obtaining thus $2N$, segments (where $N$ is the integer part of the number $N/\tau$).

3. We calculate the locally best polynomial fitted trend (of order $l$) in each segment and the corresponding variance, which is obtained by the types:
   a. For each segment $k = 1, \ldots, N$: \[F^2(k, \tau) = \frac{1}{\tau} \sum_{i=1}^{\tau} [y((k-1)\tau + i) - z(i)]^2 \] (1)
   b. For each segment $k = N, N+1, \ldots, 2N$: \[F^2(k, \tau) = \frac{1}{\tau} \sum_{i=1}^{\tau} [y((N-k+1)\tau + i) - z(i)]^2 \] (2)

4. We estimate the $q$-th order fluctuation function by averaging the variances over all segments:
   \[E_q(\tau) = \frac{1}{2N} \sum_{k=1}^{2N} [F^2(k, \tau)]^{\frac{q}{2}} \] (3)
   where $q$ is the variable moment.

It is worth noting that in case of $q \to 0$, the Eq. (3) assumes the form:
   \[E_q(\tau) = \exp \left( \frac{1}{2N} \sum_{k=1}^{2N} \ln[F^2(k, \tau)] \right) \] (4)

5. We depict $E_q(\tau)$ vs. $\tau$ (in log-log plot) for different values of $q$ and in case of multi-scale behavior, a power-law behavior for $E_q(\tau)$ is observed:
   \[E_q(\tau) \sim \tau^{h(q)} \] (5)

where $h(q)$ is the generalized Hurst exponent which denotes the slope of the corresponding regression line.

MF DFA is derived from the original DFA, which estimates the mono-fractal scaling features of a time series (Peng et al., 1994). More precisely, the DFA fluctuation function $E_q(\tau)$ is computed by the Eq. (3) for $q = 2$ (without repeating the procedure starting from the end of the profile, i.e.:
   \[E_q(\tau) = \left( \frac{1}{N} \sum_{k=1}^{N} [F^2(k, \tau)] \right)^{1/2} \]

For fractal series, a power-law behavior of $E_q(\tau)$ (i.e. $E_q(\tau) \sim \tau^{h}$) characterized by the monofractal exponent $\alpha$ is expected. In particular, for $\alpha = 0.5$ the series is white noise, for $\alpha = 1$, the series is the so-called 1/f noise, for $0 < \alpha < 0.5$ the series presents power-law anticorrelations (antipersistence), while a value of $\alpha$-exponent between 0.5 and 1.5 indicates long-range power-law correlations ( persistence). In other words, the single fractal DFA-exponent $\alpha$ assumes that the fractal properties are homogeneous over all scales of the entire time series. The successive steps of the MF-DFA and DFA procedures are described in detail in Kantelhardt et al. (2002) and Varotsos et al. (2018), respectively.

The two techniques described above (DFA and MF-DFA) were applied on the detrended and deseasonalised TA time series. The detrending and the deseasonalisation were achieved by using linear or polynomial (of 6th order) best fit and the classical Wiener filter, respectively (Wiener, 1950).

Finally, to establish the long-range correlations in the TA time series we examined the two criteria proposed by Maraun et al. (2004) (i.e. the rejection of the exponential decay of the autocorrelation function and the existence of constancy for the “local slopes” $a(\tau)$ of log $E_q(\tau)$ vs. log $\tau$ from segmented $E_q(\tau)$).
in a sufficient range). The “local slopes” were interpreted by fitting a straight line to logF(t) vs. log t within a small window and successively shifted over all calculated scales r. However, to define the stability of the “local slopes” a(t) vs. log t, we applied the DFA method on 500 times series characterized by fractional Gaussian noise (i.e. Monte Carlo simulations) and we estimated the local slopes a(t) vs. log t for each the 500 time series (Timmer and König, 1995). Then we determined a range R = (τ − 2σ, τ + 2σ) where τ and σ denote the mean value and the standard deviation of the 500 estimated local slopes a(t), correspondingly, over all scales r.

3. Discussion and results

3.1. What the air temperature long-term trends actually show?

In this sub-section we investigate the air TA from the lower troposphere to the lower stratosphere in order to detect if there is any global warming signal.

Fig. 1 shows the trend of the air TA in the global lower troposphere (0.13 °C/decade), the global mid-troposphere (0.09 °C/decade), the global tropopause (0.01 °C/decade) and the global lower stratosphere (−0.29 °C/decade). All the trend values mentioned above are statistically significant (at 95% confidence level), except for tropopause, which can be assumed to be close to zero.

From Fig. 1 the pattern of the air TA trend shows that there is a decreasing warming from the lower troposphere up to the tropopause level (where it becomes zero) and then it reverts to a cooling in the lower stratosphere.

An identifiable signature of global warming is the combination of tropospheric heating and stratospheric cooling leading to an increase in the height of tropopause. However, according to Fig. 1 this is not the case, because the TA trend at the tropopause is near zero.

It should be of interest to see the latitudinal variation of the air temperature trend in both hemispheres. Table 1 shows the air TA trends as a function of height and latitude. Moreover, Table 2 presents the spatial variation characteristics of global TA. The results depicted in Tables 1 and 2 are in close agreement with those recently published by Christy et al. (2018).

The following remarks can be drawn from Tables 1 and 2:

- In the lower stratosphere a decrease in the air TA is observed with a rate between 0.2 and 0.3 °C/decade, approximately. It should be noted that this cooling is lower over both poles (comparing with tropics and extratropics) with the lowest rate over the North Pole. It is worth to note that this result is consistent with the fact the ozone hole over the South Pole is larger than that over the North Pole.

- The tropopause air TA do not show any statistically significant trend, with the exception of the extratropics of the northern hemisphere where an increase is observed with a rate of 0.03 °C/decade.

- In the lower and mid-troposphere an increase in the air TA is recorded, except over the polar region of the southern mid-troposphere and lower troposphere, where a not significant cooling trend is observed. The trend varies between 0.06 and 0.25 °C/decade, which in general decreases with height.

According to Hoskins (1991) the expectation for global warming is to be more enhanced at high latitudes near the surface. That is, in the case of global warming occurrence, warming would have been stronger at the poles and would gradually decrease by approaching the equator. However, the pattern depicted in Table 1 does not comply with the gradual increase of the warming with latitude as predicted by the global warming theory. Therefore, it would be interesting to clarify whether the warming found in the global troposphere (except the region over the South Pole) is associated with the cooling detected in the global lower stratosphere, as predicted by the theory of global warming. A way to achieve this is to compare the intrinsic dynamics of the thermal regime of the troposphere with that of the lower stratosphere. This is accomplished in the next sub-section.

3.2. What does the noise of air temperature fluctuations reveal?

The anomalies of a parameter are usually considered as noise. Sometimes, however, the study of the noise reveals hidden features of the parameter under investigation.

The air temperature is a crucial thermodynamic parameter of the
atmosphere and plays an important role in the climate system. As mentioned in the introduction, the climate system is characterized by non-linear dynamics following the power-law variability. Therefore, it should be of interest to investigate the non-linear dynamics features of the temperature field of the troposphere and the lower stratosphere and to determine whether these are associated.
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Table 2
Spatial variation of the air TA trends (in °C/decade) from the lower troposphere to the lower stratosphere (with italics: not statistically significant trends).

<table>
<thead>
<tr>
<th></th>
<th>Lower Troposphere</th>
<th>Middle Troposphere</th>
<th>Tropopause</th>
<th>Lower stratosphere</th>
</tr>
</thead>
<tbody>
<tr>
<td>Globe Land/Ocean</td>
<td>0.18/0.11</td>
<td>0.13/0.08</td>
<td>0.02/0.01</td>
<td>0.00/–0.29</td>
</tr>
<tr>
<td>NH Land/Ocean</td>
<td>0.19/0.13</td>
<td>0.14/0.10</td>
<td>0.03/0.02</td>
<td>–0.30/–0.29</td>
</tr>
<tr>
<td>SH Land/Ocean</td>
<td>0.15/0.09</td>
<td>0.10/0.06</td>
<td>–0.01/0.00</td>
<td>–0.32/–0.29</td>
</tr>
<tr>
<td>Tropics Land/Ocean</td>
<td>0.16/0.11</td>
<td>0.11/0.08</td>
<td>0.02/0.01</td>
<td>–0.30/–0.29</td>
</tr>
<tr>
<td>NH-EXTR Land/Ocean</td>
<td>0.20/0.15</td>
<td>0.15/0.11</td>
<td>0.04/0.03</td>
<td>–0.30/–0.29</td>
</tr>
<tr>
<td>SH-EXTR Land/Ocean</td>
<td>0.14/0.08</td>
<td>0.08/0.05</td>
<td>–0.03/0.00</td>
<td>–0.33/–0.29</td>
</tr>
<tr>
<td>NH-POL Land/Ocean</td>
<td>0.23/0.28</td>
<td>0.17/0.21</td>
<td>0.05/0.08</td>
<td>–0.20/0.17</td>
</tr>
<tr>
<td>SH-POL Land/Ocean</td>
<td>0.08/–0.03</td>
<td>0.02/–0.03</td>
<td>–0.10/–0.01</td>
<td>–0.35/–0.22</td>
</tr>
</tbody>
</table>

Fig. 2. a) Root-mean-square fluctuation function $F_q(\tau)$ (obtained from the DFA technique) vs. time scale \(\tau\) (in months), in log-log plot, for the detrended and deseasonalised TA time series, over the global lower troposphere, during the period 12/1978–07/2018 with the corresponding linear fit (black line). b) Local slopes of the $\log F_q(\tau)$ vs. $\log \tau$ calculated within a window of 12 points (circles) and 10 points (crosses) for the time series described in (a). The dashed grey line indicates the corresponding $2\sigma$ intervals around the mean value of the local slopes ($\text{mean } a = 0.88$). c) Power spectral density for the time series described in (a) with the corresponding power-law fit (black line) and the exponential fit (grey line). d) Log-log plots of the MF-DFA fluctuation factor $F_q(\tau)$ vs. the time scale $\tau$ of specific moments $q$ for the for the time series described in (a). e) Generalized Hurst exponent $h(q)$ versus $q$-values, fitted by a third order polynomial. f) Singularity spectrum $f(n)$ versus singularity strength $n$, fitted by a third order polynomial.

In the atmosphere and plays an important role in the climate system. As mentioned in the introduction, the climate system is characterized by non-linear dynamics following the power-law variability. Therefore, it should be of interest to investigate the non-linear dynamics features of the temperature field of the troposphere and the lower stratosphere and to determine whether these are associated.

Fig. (2a) shows the root-mean-square fluctuation function $F_q(\tau)$ (extracted from the DFA technique) vs. time scale $\tau$, in log-log plot, for the detrended and deseasonalised TA time series, over the global area of the lower troposphere, during the period 12/1978–07/2018. The corresponding best fit equation is $y = 0.88 \times 1.85$ (with $R^2 = 0.99$) giving a scaling exponent $a = 0.88 \pm 0.02$. However, in order to examine whether this value is statistically higher than 0.5 (which denotes white noise) we applied the DFA method to 500 time series characterized by the random noise (i.e. Monte Carlo simulations), in order to calculate the $a$-exponent. According to the Kolmogorov–Smirnov (Stephens, 1974) and Anderson–Darling (Anderson and Darling, 1954) best fit tests, the data set of the derived $a$-exponents obey the Gaussian distribution at 95% confidence interval with mean value $a = 0.52$ and standard deviation $\sigma_a = 0.07$. So, the 95% confidence interval of $a$ was $(a - 1.96 \times \sigma_a, a + 1.96 \times \sigma_a) = (0.51, 0.53)$ and the DFA exponent of the air TA time series (i.e. 088) is higher than the upper limit of this interval, revealing thus persistent features. In other words, the monthly mean fluctuations of the global air TA at the lower troposphere exhibit persistent long-range correlations, which means that small perturbations occurred in the past are closely and positively correlated with the later
on fluctuations with magnitude obeying power-law.

In order to verify these scaling properties, the two criteria proposed by Marau et al. (2004) were tested. As derived from our analysis, the local slopes of \( \log F_d(x) \) vs. \( \log \) depicted in Fig. (2b) (for two different window sizes of 10 and 12 points) lie within the boundary of the \( R \) range (after \( r = 12 \) months) and the profile of the power spectral density was better fitted by an hyperbolic (power law) curve (with equation \( y = 4 \times 10^{-6} \cdot x^{-0.76} \) and \( R^2 = 0.20 \)) than an exponential one (with equation \( y = 4 \times 10^{-5} e^{-3.65x} \) and \( R^2 = 0.13 \)) (Fig. (2c)).

Moreover, the hypothesis \( H_0: R_{hyperbolic}^2 = R_{exponential}^2 \) vs. \( H_1: R_{hyperbolic}^2 \neq R_{exponential}^2 \) was rejected using F-test (at 95% confidence level).

In addition, the MF-DFA technique applied to the above discussed time series revealed similar scaling features of \( F_q(x) \) among all selected negative and positive moments. Exception to this rule was the case of the higher scales (\( r > 35 \)) where the slope of \( F_q(x) \) varies among the positive moments, as well as the case the smaller time scales (\( r < 7 \)) where an increase of the slope of \( F_q(x) \) was seen over the negative moments thus suggesting multifractality (Kantelhardt et al., 2002; Ihlen, 2012) (Fig. (2d)).

Furthermore, Figure (2e) depicts the empirical curve of \( h(q) \) versus \( q \) fitted by the third order polynomial \( (h(q) = 5 \times 10^{-7} q^3 + 0.0006q^2 - 0.002q + 0.96, with R^2 = 0.97) \). The \( h(q) \)-values are much higher than 0.5, thus verifying the multifractality and the persistent long-range correlations of the time series considered. On the other hand, the slope and the values of \( h(q) \) for the positive \( q \)-values are lower than the negative ones indicating features of multifractality with different behavior for the moments of positive and negative signs.

Finally, Figure (2f) presents the empirical curve of singularity spectrum \( f(n) \) (see the exact definition of \( f(n) \) in Kantelhardt et al., 2002; versus singularity strength \( n \) fitted by the third order polynomial \( (f(n) = 90.3n^3 - 312.3n^2 + 349.8n - 127.4, with R^2 = 0.99) \). As shown, \( f(n) \) displays a right tail indicating the lack of sensitivity for the large fluctuations, while the maximum value of \( f(n) \) seemed to correspond approximately to \( q = 0 \). On the other hand, the \( n \)-values present a greater range on the right of \( f(n) \) maximum (i.e., higher degree of multifractality for the negative \( q \)-s), thus confirming the assumption of the Figure (2e).

The same conclusion is drawn from the DFA and MF-DFA analysis performed for the global air TA at the mid-troposphere and at the tropopause with a power-law exponent \( 0.98 \pm 0.02 \) and \( 1.04 \pm 0.01 \), respectively (see Table 3 and Figs. 3 and 4).

Consequently, the summarized conclusion form the DFA and MF-DFA analysis applied to the global troposphere (Table 3 and Figs. 2–4) is that the air TA fluctuations exhibit power-law persistent and multifractal behaviour with an exponent gradually increasing with altitude (i.e., the case of the positive \( q \)-s) and the memory of the temperature field variability due to an external forcing. The higher the value of \( q \), the stronger memory is. The maximum value of \( q \) is unity and then the memory is the highest possible. In the analysis presented above, the highest value of \( q (a = 1) \) found at the level of the tropopause level. It is probably a result of either stronger positive feedbacks or greater inertia. So, the reduced slope \( a \) in the lower troposphere could be linked to the upward increase in climatic sensitivity due to the height-dependent feedbacks (Efstathiou and Varotsos, 2010).

The results obtained from the DFA and MF-DFA analysis of the global lower stratospheric air TA do not show any long-range correlation behaviour. Going in an in-depth analysis we study each latitude zone, separately. This shows that the low stratospheric TA over tropics obey power-law behaviour with an exponent 0.91 ± 0.02.

However, this is not the case for the low stratospheric temperature anomalies over both poles. This is probably due to the loss of the stratospheric ozone, which is largest in the lower stratosphere leading to a cooling of the auroral polar vortex in springtime.

In this context, Wargan et al. (2018) analysing satellite data over the period 1998–2017 reported a negative ozone trend in the 10-km layer above the tropopause between 20°N and 60°N and a weaker one between 50°S and 20°S. In the tropics, they have found a positive trend is in a 5-km layer above the tropopause. They have attributed these trends to the enhanced isentropic transport between the tropical and extratropical lower stratosphere in the past two decades. This pattern in the low stratospheric ozone trend fits well to the presence of scaling of the air temperature anomalies over the tropics and its absence over extratropics and polar regions.

Table 3

<table>
<thead>
<tr>
<th>Table 3</th>
<th>DFA and MF-DFA analysis applied to the detrended and deseasonalised TA time series, over the global mid-troposphere and tropopause, during the period 12/1978–07/2018.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mid-Troposphere</td>
<td>Tropopause</td>
</tr>
<tr>
<td>Linear fitting of ( F_d(x) ) vs. ( r )</td>
<td>( y = 0.94x - 1.91 ) and ( R^2 = 0.99 )</td>
</tr>
<tr>
<td>Power-law fit and exponential fit of the power spectral density</td>
<td>( y = 3 \times 10^{-6}x^{-1.94} ) with ( R^2 = 0.30 )</td>
</tr>
<tr>
<td>Third order polynomial of ( h(q) ) vs. ( q )</td>
<td>( h(q) = 3 \times 10^{-5}q^3 + 0.0007q^2 - 0.02q + 1.09, with ( R^2 = 1.00 )</td>
</tr>
<tr>
<td>Third order polynomial of ( f(n) ) vs. ( n )</td>
<td>( f(n) = 6.47n^3 - 36.18n^2 + 56.32n - 25.78, with ( R^2 = 1.00 )</td>
</tr>
</tbody>
</table>
of 6th degree (3rd degree). This indicates that the detrending methodology does not appear to statistically change the DFA results for the studied time series s. Furthermore, the MF-DFA technique is smoothing out such small differences in detrending tools.

4. Conclusions

From the analysis presented above the following conclusions could be drawn:

- The temperature trend shows a decreasing warming from the lower troposphere up to the tropopause level and then reverses to cooling in the lower stratosphere. This trend at the tropopause can be considered almost zero. The latter can not support the increase in the height of tropopause, a fingerprint of global warming.
- At the lower stratosphere there is a negative temperature trend which is lower over both poles (compared to tropics and extratropics) with the lowest value over the North Pole.
- In the lower and mid-troposphere the temperature trend decreases with height and latitude.

The above-mentioned three results do not agree with the global warming theory, namely, the gradual increase of tropospheric warming with latitude.

The DFA and MDFA analyses conducted on the possible association of warming in the global troposphere with cooling in the global lower stratosphere showed the following:

- The temperature fluctuations in the global troposphere exhibit power-law behaviour with an exponent gradually increasing with altitude reaching the unity at the tropopause.
- The global lower stratospheric temperature anomalies do not exhibit long-range correlation behaviour. In particular, the lower stratospheric temperature anomalies over tropics obey power-law behaviour, while it is not the case for the low stratospheric temperature anomalies over both poles. This may be attributed to the ozone dynamics in this region.

The two above-mentioned results lead to the main conclusion that the intrinsic properties of the thermal regime in the lower stratosphere are not associated with the thermal regime in the troposphere.

In summary, the tropospheric temperature has not increased over the last four decades, in both hemispheres, in a way that is more amplified at high latitudes near the surface. In addition, the lower stratospheric temperature did not decline as a function of latitude. Finally, the intrinsic properties of the tropospheric temperature are different from those of the lower stratosphere. Based on these results and bearing in mind that the climate system is complicated and complex with the existing uncertainties in the climate predictions, it is not possible to reliably support the view of the presence of global warming in the sense...
Fig. 4. a) Root-mean-square fluctuation function $F_q(r)$ (obtained from the DFA technique) vs. time scale $r$ (in months), in log-log plot, for the detrended and deseasonalized TA time series, over the global tropopause, during the period 12/1978–07/2018 with the corresponding linear fit (black line). b) Local slopes of the log$F_q(r)$ vs. log $r$ calculated within a window of 12 points (circles) and 10 points (crosses) for the time series described in (a). The dashed grey line indicates the corresponding $2\alpha$ intervals around the mean value of the local slopes (mean $\alpha = 0.95$). c) Power spectral density for the time series described in (a) with the corresponding power-law fit (black line) and the exponential fit (grey line). d) Log-log plots of the MF-DFA fluctuation factor $F_q(r)$ vs. the time scale $r$ of specific moments $q$ for the for the time series described in (a). e) Generalized Hurst exponent $h(q)$ versus $q$-values, fitted by a third order polynomial. f) Singularity spectrum $f(n)$ versus singularity strength $n$, fitted by a third order polynomial.

of an enhanced greenhouse effect due to human activities. The temperatures used are often estimated indirectly from satellite observations of radiances (e.g. Cracknell and Varotsos 2007, 2011). It would be interesting to directly analyse these radiances to answer questions about warming or cooling.
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